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1. I ntroduction

This paper presents some new vowel inventory simulations, in the tradition of
Liljencrants and Lindblom (1972) and Lindblom (1986) (henceforthLL72 and L86,
respectively) paperswhich attemptedto predictlikely vowel configurationsbasedon a
maximization of perceptual contrasthe predictionsmadeby our simulationsbetterfit
actualvowel inventory tendenciesby building certain fundamental,heretoforeignored
featuresof vowel perceptionand productioninto the vowel spacemodel. In particular,
we build quantal locations into the model, which are privileged in terms of both
perceptual salience and resistance to articulatory imprediSitenens,1972). Neglecting
this factor causedhe two earlier modelsto make erroneouspredictionsfor inventories
with as few as four vowels. In a second simulation, we incorporate formant
normalization,which is a likely perceptualprocessgiven broad speakerformant range
variation (see,e.g., Nearey,1978). This resultsin a preferencefor peripheralvowels,
even in higher inventories, unlike in previous simulations.

The notion of contrast,and its phonetic motivation, is becomingincreasingly
important in phonological theory as it is practiced@ntaincircles. Many recentpapers
(e.g., Flemming, 1996; Silverman,1998; Hayes, 1999) have cited the vowel inventory
simulationsof LL72 and L86 as instancesof the phonetic groundingof phonologically
interestinggeneralizationsnamely,why particular vowel inventory configurationsarise
more often than others. Insofar as simulationsmake accuratepredictionsabout likely
configurationsof vowel inventoriesbasedon a well-motivateddefinition of perceptual
contrast,they provide support for approacheshat reservea key role for contrast(e.qg.
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contrast maintenance) in phonological processes.

Despite the influential status @f.72 andL86, the predictionsthey makedo not
in every casecorrespondo the attestedpatternsof inventoriesin the world's languages
(see,e.q., Schwartzet al., 1997). In particular,in inventorieswith four vowels, they
failed to find the most commonconfiguration;and as the size of the inventoriesgrew,
they predicted more non-peripheral vowtlan aretypically foundin languages.These
discrepanciescan be summed up in two cross-linguistic tendencieswhich their
simulations failed to incorporate:that the cornersof the vowel space are almost
universally occupiedandthat peripheralvowels (i.e. front, back,andlow) arefar more
common than non-peripheral vowels.

This paperis a re-examinatiorof vowel inventory simulationsin an attemptto
make better predictionsby bearingthree questionsin mind. First, how can we best
represent the@owel spaceto capturethe true natureof contrastwithin it? To this end,
we examinethe relative importanceof the first and secondformantsas dimensionsof
contrast within the model, as well as the inclusion of certain uncontroversially
fundamentalfeaturesof vowel production and perception. Second,what counts as
“distance”in the spacethat we define,andhow doesthis relateto explicit variationsin
the representationof the space? Finally, how do we evaluatethe results of the
simulations particularly giventhe natureof the searchalgorithm that is used,which is
prey to local maxima?

Ultimately what we hope to learn from this exerciseis whether some well-
motivateddefinition of contrastwill serveto explain why certain configurationsarise
morefrequentlyin the world's languageghan others,and what the dimensionsof this
contrast are.lt could very well be that contrastis not simply distancein an acousticor
perceptualkspace rathersomethingtied up with the way in which formant frequencies
and vowel patterns are recognized.

The restof the paperwill be organizedasfollows. First we will provide some
backgroundin the acousticsof vowels, and an introduction to the assumptionsand
practice underlying theimulationsthat we will be performing. Next we will reviewthe
attestedcross-linguistictendenciesof vowel inventories. This will be followed by a
detailed discussionof simulation considerations,during which we will motivate the
decisions that were mader the simulationsthat will be reportedhere. Finally, we will
presentthe simulationsandresults,and discussthe degreeto which they improveupon
the LL72 and L86 simulations.

2. Background

Severaldimensionsof contrastcan be used to distinguish vowels acoustically. Of
primary importanceare the formant frequenciesjn particularthe first three. Formant
frequencies are thogeequenciesat which thereis a spectralpeak,i.e. the frequenciesat
which the configuration of the vocal tract allowsmaximumamountof energyto emerge,
relative to neighborfrequencies. The first formant is the formant with the lowest
frequency, the secorfdrmantat the nextlowestfrequency,andsoon. As will be seen
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when we discuss theross-linguisticcendenciedelow, oncethe vowel inventory reaches
a certainsize (around9), additional dimensionsof contrastare typically required, e.g.
length distinctions or nasality. For the purpose of this study, we wdbheentratingon
inventories of size leshan or equalto nine vowels, so theseadditionaldistinctionswill
be ignored. Also, for simplicity, we will be consideringjust the first and second
formant3. The third formantdoesprovide information, yet its rangeof variation, and
henceits influenceon contrast,is limited comparedto the first two formants. Our
approachwould be easily extendibleto include third formants,and this may prove an
interesting extension,but for now we will be consideringjust the first and second
formants as the dimensions of contrast.

Quantal vowels (Stevens,1972) are those where two of the spectral peaks
(formantfrequencies)are very closeto one another. This is preferredin two distinct
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Figure 1. Vowel space representations: standard phonological grid and formal
space

ways. First, sucha configurationis perceptuallysalient,insofar as thereis a broader
peak, consistingof the two peaksin aggregate. Secondthesevowels allow for more
articulatory imprecisionsincethe formantschangevery slowly in their neighborhoodf

articulation. For thesereasonsquantalvowels shouldbe seenas privilegedlocationsin

the vowel space.

We havebeenspeakingof the formantspaceasthoughit is fixed and universal,
when in fact it varies from speaker to speaker. Formant frequenciaparperty of the
configuration of the vocal tract: large vocal tracts will have lower forfraguencieghan
small vocal tracts, i.e. the range of formant frequencies fadait maleis typically quite
different from that of a child. Vowel perception involves some kihdormalization(see
e.g.Nearey,1978),so that a child's /a/ canbe perceivedas the samevowel as an adult
male's /a/, despite the fact that the actaahantfrequenciediffer. We canthink of the
vowel space representations thall be presentedn what follows asthe representation

! Quantallocationsinvolving the convergencef higher formantswill be included, hencethere
will some influence of higher formants on the model.
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of a single person'sspace,which may vary with respectto where preciselyit falls in
frequency, but which retains the same basic spatial relationships.

The simulationsthat we will perform are quite similar to thoseperformedin the
previously cited studies. The underlying assumptionsof such an enterprisecan be
summarizedasfollows: (i) thereis a rangeof possiblevowel locationsthat makesup a
perceptual "space”; (ii) there is a tendency to maximize cortedseenvowelswithin a
particular inventory; (iii) contrast = distance in the perceptual space; an@vhuge can
simulate contrast maximization by maximizing distance within the stipulated \apaeék.
This very general characterization covers the approachds/ihandL86, aswell asour
own approach. A simulation involves: (i) stipulating a vowel space;(ii) placing a
specified number of vowels (an "inventory") randomly within the space;and (iii)
iteratively movingthe vowelsin a directionthat increaseshe total distancebetweenthe
vowels, until no move increaseghe distance. The configurationsthat result from this
methodcanthenbe comparedo attestedconfigurationsin the world's languages. The
tendencies of these attested configurations will be discussed next.

3. Cross-linguistic tendencies

Schwartz etal. (1997) containsa comprehensiveurvey of the vowel inventoriesof 317

languagesn the UCLA PhonologicalSegmentinventory Database(UPSID), and this

surveywill serveasthe empiricalpoint of comparisorfor evaluatingthe results of our

simulatiorf. Their analysisbegins by dividing vowel inventoriesinto primary and
secondary systemsyhereprimary systemscontrastvowelsvia formant patterns,while

secondary systems utilize some additional dimension for contiasd|ly length/quantity
or nasality. Here wavill be consideringonly the primary systems,sincewe arelooking

at formant based contrast.

The generalizations that we wile discussingare givenin termsof regionsof the
vowel space. Figure 1 gives two representation®f the vowel space,that which is
traditionally used in phonology, and aealizedformantspace. The traditional spaceis
labelled with the terms which describethe boundariesof the space. Theseterms are
equally applicable to thieormantspace,as one canseefrom the relative locationsof the
displayedvowelsin both spaces. Vowels are called peripheralif they fall on the front,
back, or low boundary of the space, and are otherwise called non-peripheral.

Therearethreegeneralization®f primary systemsmentionedin Schwartzet al.
that we will attempt to account for: (i) vowels tend to be concentrated petighery of
the system;(ii) theretendsto be an equalnumberof front and back peripheralvowels;
and (iii) if thereis anasymmetryon the periphery,front vowelsoccur more frequently
thanbackvowels. An additional generalizatiorwhich we will try to accountfor, and
which is present in the Schwartz et al. (1997) data, but whiobt a new generalization,
is that the three corners of the vowel space (i.e. the quantal vowels: /a/, /i/, aalinos},

> We will also be citing some data from Crothers (1978), which was the empirical touchstone for
the L86 simulations.
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always occur in any vowel inventory.

In order to evaluate the simulation results with respect to the attested
configurations gatheredfrom the UPSID databasewe will take the configurations
returnedby the simulation and score them with respectto: (i) the number of low
peripheralvowels; (i) the numberof front peripheralvowels; (iii) the numberof back
peripheralvowels; and(iv) the numberof non-peripheravowels. High cornersof the
vowel space will be counted as being on their respective periphery, front or back.

4, Simulating vowel configurations

As with any simulation, ‘good' performanceis highly parameterdependent. In this
section we willattemptto motivatea set of simulationparameterghat are both simpler
and,in somerespectsyicher than those usedin the previoussimulations. In order to
understanchow theseparameterganinfluence the performanceof the simulations,we
must first outline the general simulation procedure.
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Figure 2. Representations of the vowel formant space in Hertz, Barks and Log Hertz

The general simulation procedure that Wil usedis the sameasthat usedin the
previous work. The vowel space is delimited, bageodn what is articulatorily possible.
Within the specified vowel space, a number of vowels are randomly plécedlgorithm
then moves the vowel locationssacha way that it convergeson a configurationwhere
the distance between vowels in the space is locally maximized.

This formulation, however,leavesseveralspecificsopen to interpretation;most
importantly: what is the vowel space, antat is distancewithin the vowel space. The
vowel space was one difference betwésnlLL72 and L86 simulations,the former being
in Mels and the latter in Barks, which are each logarithnaicsformationf the formant
spacethat capturecertainfeaturesof the auditory system. We will demonstratehat,
while theseunits of measureare perhapswell motivated from a strictly perceptual
standpoint,their use in simulations containeda bias towards F2 contrast over F1
contrast. If thereis to be any bias, it shouldprobablyrun in the otherdirection, since
lower formants are typically more salient than higher formants. Our perspective,
however,is that F1 and F2 are two independentdimensionsof contrast (within the
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boundaries of the space), and should be consiaeaalin termsof their contributionto
contrast in the vowel system.

Figure 2 shows the potential first and secondformant vowel spacein three
different ways. Thefirst is in standardHertz; the secondin Barks;andthe third in log
Hertz. The thing to notice frortinesegraphsis that the basicshapeand configurationis
quite similar inall caseswhich may leadoneto believethat it doesnot makemuchof a
differencewhich unit of measureis used,particularly if we are primarily interestedin
regions and not points.
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Figure 3. Representations of the vowel formant space with equally scaled F1 and F2 axes

If, however, we scale theandy axesproportionally, we canseethat thesethree
representationsf the vowel spacearereally quite different. Figure 3 showsthe same
graphs, but with the andy axes proportional. Theowel spacein Hertz is now seento
provide a relatively large range of valuesalongthe F2 dimension,comparedto the F1
dimension, which, for a distance-oriented simulation, wamldly morerelianceupon F2
to maximize contrast. The Bark scale goes part of the way towards making F1 as
importantfor total distanceas F2, but thereis still a larger rangein the F2 dimension

® The points of eachof the vowels weretakenfrom LL72, andthe log and Bark transformations
were performed on those values.
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(approximately7 Barks) than in the F1 dimension (approximately5 Barks). In a
simulation that maximizes contrast by maximizing distance within the space, this
provides more distance along the F2 dimension than along tlenehsionfor increasing
contrast,which canbe interpretedas a biasfor high, non-peripheralocations. It is no
accidentthat they predictedmore of thesethan arefound in the world's languages.The
log scale,however,providesthe F1 and F2 dimensionswith the same sized range of
possible values. Ibur goalis to treat F1 and F2 simply astwo dimensionsof contrast,
the log scalewill not favor one dimensionover the other, simply in termsof the size of
the range of values that can be taken

Giventhat we aregoingto usea two-dimensionalEuclideanspace,the simplest
distance to use for finding ‘good' positions in the spas@iple Euclideandistance.This
is definedasthe squareroot of the sumof the F1 distancesquaredand the F2 distance
squared. This is what LL72 used, but a more complicated,non-lineardistancemetric
was used in L86. The point we would likertakehereis that, by changingthe distance
metric, they in essencechangedthe interpretationof the space. Keep in mind that
distance in these vowel "spaces" imataphorfor contrast,andif two points within the
spacethat are relatively close togetherby standardmeasuresare judged far apart by
anothermetric, the effect is identical to a warping of the space. However, we are
interestedin the spaceitself: whetherit representsan adequateformulation of vowel
contrast, insofar as true “distance” in tgacecorrespondgo discriminability. For this
reasonwe usethe Euclideandistancewithin whatevervowel spacewe choose. If we
wish to changeour notion of contrast,we do so by changingthe spaceexplicitly. For
example, when we begin to examine ib®ueof formantnormalizationwe will do so by
changing the space that we stipulate, not by changing the distance metric.

Vowel space in log Hz Idealized log F1xF2 space

8 8
i i
e e
75} e ; 75t
N E __'a [N 2 ca
& 7 > 7|
o o
‘0 0
u u
6.51 1 6.5
6 ‘ ‘ ‘ 6 ‘ ‘ ‘
55 6 6.5 7 55 6 6.5 7
log F1 log F1

Figure 4. Log Hertz representation of the vowel space and an idealized Log Hertz vowel space

* In fact, rather than maximizing distance, all of the simulations, including ours, minimizes a
distance-based energy function, which is one over the distance squared.
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We will now give the rationalefor adoptingan idealizedlog Hertz spacefor our
simulations. Figure 4howsthe log formantspaceandan idealizedversionof the same.
Like the standardog Hertz formantspace the idealizedversion treats both dimensions
(log F1 and log F2) as having an equivalent range. The treatment of tepdoe(around
/al) asangularratherthanroundedis one way of building all quantallocationsinto the
model. The three angles in the vowel space arethathif a vowel getspushedinto the
corner, it is unlikely to improve the total distance by conbagkout again. This simple
modification to the vowel spaceresultsin the points gravitating to these privileged
locations and staying there.

As mentionedabove,we will discussthis vowel spacein termsof broadregions:
front, back, and low peripheral, and non-peripheral. These regiemselectedo allow
for quick and easy comparison with the results of the UPSID survey. Onearguably
include a larger number of regions, includifmy, example,centralvs. high non-peripheral
vowels or high front or back vs. non-high front or back. We limite¢d theseregionsso
that evaluating the simulation results with respect to the cross-lingi@stienciesvould
leadto a betterunderstandingf the good and bad featuresof this approach. In other
words, this regional configuration narrowly correspondsto the cross-linguistic
generalizations that were mentioned above.

5. Simulations and results

One large piece of these vowel inventory simulatithrad hasnot beenmentionecdto this
point is the searchalgorithm, which takesa randomconfigurationand moves towards
better ones. The basicidea is as follows: we provide the algorithm with a vowel
inventory of a particularsize,andseewhat it finds as the ‘best’ configurationfor that
vowel inventory size. To illustrate how the algorithmswork, let us considerthe case
where the vowel inventory size is five. The algorithms are gagelimited vowel space,
and five randomly positioned vowelgthin that space. In LL72 andL86, the algorithm
proceededas follows: it choseone of the five vowels and moved it one step in the
directionthat increasedhe total distancebetweenthe vowels the most; it continuedto
move that samevowel until there was no move that stayed within the vowel space
boundaryandimprovedthe total distance;it then selectedthe next vowel and did the
same thing. Thiprocedurdteratedthroughthe vowelsuntil therewas no movementof
any vowelthat could improvethe total distance. The configurationthat was found was
then evaluated.

The previous simulationgere run 15-30yearsago,and computingresourcesre
much cheapemow thanthey werethen, so we canafford to do more in our algorithm.
Insteadof moving onevowel asfar asit cango beforemoving another,we evaluate360
moves of the samedistance (one degreedifference) for each of the vowels in the
configuration and choose the move that increasedisiti@ncethe most from amongall of
the possiblemoves. Thus, for a five vowel system,we are evaluating5*360 possible
movesat eachstep of the algorithm. Oncea move is made,we evaluateall possible
subsequenmoves. This procedureiteratesuntil no movesimprove the total distance.
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While this algorithmis (perhaps)lessprey to finding local ratherthan global maxima, it
will still find local maxima. For this reason,we ran the algorithm 1000 times for each
vowel inventory size with randomstartingpoints, andreportedthe percentageof trials
for which a particular configuration is found. We also report the ‘energy’ of the
configuration, which is the inverse of the total distance squared.

Vowel Configuration Languages Attest{ Simulation Resul{ Previous Resu
Total Peripheral Non- Percent
Inventory| Low | Front| Back | Peripheral Number| Percent| Energy | Found | LL72 L86
3 1 1 1 0 17 89.5 2.1 100 * *
3 1 2 0 0 1 5.25 5.4 0
3 0 1 1 1 1 5.25 7.8 0
4 1 2 1 0 14 56 8 69.8
4 1 1 2 0 4 16 8.1 29.9
4 1 1 1 1 7 28 8.2 0.3
5 1 2 2 0 97 89 17.2 65.4 * *
5 1 3 1 0 1 0.9 23.6 0
5 1 2 1 1 5 4.6 17.9 20.9
5 1 1 2 1 5 4.6 17.9 13.7
5 1 1 1 2 1 0.9 31.3 0
6 1 3 2 0 12 20 35.4 0
6 1 2 3 0 4 6.7 35.3 0
6 2 2 2 0 3 5 50.5 0
6 1 2 2 1 41 68.3 30.1 100 * *
7 1 3 3 0 27 56.2 58 0
7 1 3 2 1 8 16.7 51.1 49.5
7 1 2 3 1 0 0 50.8 44.9
7 1 2 2 2 12 25 56.2 5.6 * *
7 1 1 3 2 1 2.1 63.3 0
8 1 4 3 0 3 15.8 93.5 0
8 1 3 4 0 2 10.5 94.4 0
8 1 3 3 1 8 42.1 76.3 72.3
8 1 3 2 2 1 5.3 79.6 15.7 *
8 1 2 3 2 0 0 79.3 12
8 1 2 2 3 4 21 92.8 0 *
8 1 1 3 3 1 5.3 87.3 0
9 1 4 4 0 7 29.1 142.6 0
9 1 4 3 1 1 4.2 114.7 5.6
9 1 3 4 1 0 0 115.4 4.2 *
9 2 3 3 1 1 4.2 151.5 0
9 1 3 3 2 7 29.1 108.4 90.1
9 1 4 2 2 4 16.7 118 0.1
9 2 2 2 3 2 8.3 154.9 0 *
9 1 2 3 3 1 4.2 118.9 0
9 1 2 2 4 1 4.2 145.1 0

Table 1. Vowel configurations: attested languages, ‘Quantal' simulation results, and previous results for
inventories of size 3-9

Our first set of trials were carried out for vowel inventory sizes from 3 to 9, using
the idealized log formant spaceshown above. Table 1 gives the results of these
simulations, compared to both the attested languagesbébiconfigurationin the UPSID



10 Brian Roark

databaseand the resultsfrom LL72 and L86. Those papersreportedonly a single
configurationper size of vowel inventory, andtheir configurationis starredin the table.
Thesefirst trials will be referredto as‘Quantal'in future tables,sincethey departmost
from previouswork by encodingthe quantallocations. We will discusstheseresultsin
detail in the next section.

Our secondset of trials were an attempt to build some notion of formant
normalizationinto our models of contrast. As mentionedabove, vowels cannot be
identified simply by first and secorfdrmantlocation, becausehe formantlocationscan
and do differ widely from speakernto speaker. What must be recognized,then, is a
formant pattern, some relationship between the formants. Onéovengcodethis in our
vowel space is to normalize tlseconddimensionwith respectto the first, which we do
by dividing the second formant frequencythg first. Within sucha vowel space what
is important in order to maximize contrast is not the distance betineesecondformant
frequencies, but rather between the ratios of their second formants teesipactivefirst
formants. For example, suppose that treetwo vowels suchthat the secondformant
is exactly twice the frequency of tliest formant. In the ‘Quantal’ vowel spacethat we
used above, the distance betweenthese two vowels would include some distance
contributed by their first formant distaneed somecontributedby their secondformant
distance. In the new vowspace with the normalizedseconddimensionwhich we will
call ‘Normalized', there is no additional distancecontributedby the seconddimension,
becausave divide both secondformantsby their respectivefirst formants,yielding 2 in
both cases In this model, contrast between vowelsaintainedas their F1 frequencies
get closertogether,provided the pattern that the F1 frequenciesmake with their F2
frequencies grow more distinct.

Idealized log F1xF2 space Idealized log F1x(F2-F1) space
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Figure 4. Two representations of the vowel space: what we call ‘Quantal’ - logfpgl B2; and what we
call ‘Normalized' - log F1 x log (F2/F1)

® We take the log of this ratio in the simulations.
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Most Attested Vowel Configuration Simulation Configuration
Total Peripheral Non- Percent This Paper (percent)] Previous (best)
Inventory [ Low | Front| Back | Peripheral| Attested|| Quantal | Normalized] LL72 L86

3 1 1 1 0 89.5 100 100 * *
4 1 2 1 0 56 69.8 100

5 1 2 2 0 89 65.4 99.9 * *
6 1 2 2 1 68.3 100 0 * *
7 1 3 3 0 56.2 0 37.3

Table 2. Vowel configurations: most attestedconfigurations (compiled from Schwartzet al., 1997),
current simulation results, and previous simulation results. LL72 and L86 only reported ‘best'
configuration found, indicated with *.

Figure 5 showsthe two vowel spaces,'Quantal’ and ‘Normalized’, explicitly.
One canseethat the normalizationstretcheshe peripheryof the vowel spacein a way
that actually increasesthe rangein the seconddimension,but which provides more
distance along the periphery for vowel contrast. In other words, this wpaeéchange,
which we motivatedthroughconsiderationof formant normalization,hasthe effect of
favoring peripherallocationsover non-peripheralocations,which is one of the cross-
linguistic tendencies that we mentioneatlierin the paper. Also, the front peripheryis
more extendedthan the back periphery, which gives the asymmetric bias that was
mentionedbetweenfront andback peripheralvowels. Simulationsrun with this vowel
space (‘Normalized’) are shown in tables 2 and 3, comparedwith our ‘Quantal’
simulation,the LL72 andL86 simulations,andempirically observedconfigurationsfrom
Schwartz et al. (1997) and Crothers (1978). Table 2 sHowspwel inventoriesof size
3-7, the percentagef times that the simulationsfind the most attestedconfigurations,
accordingto Schwartzet al. (1997),for that inventory size. We concentratetn these
configurations, sincéhey underlinethe differencesbetweenour two simulationsandthe
previousresults,andthey containthe clearestfailings of eachapproach. Table 3 labels
configurations with the total number wbwels andthe numberof non-peripheralvowels
(e.g. 4:1, meaningfour total vowels, of which one is non-peripheral),and compares
percentagesof empirically attested configurations from both Crothers (1978) and
Schwartz et al. (1997) with percentages reported in L86 and our own simulations.

6. Discussion of results

There are severalpoints to make abouttheseresults. First, the ‘Quantal’ simulation
improves onthe previousresultsin the four vowel category by finding all andonly the
attestedconfigurations,and finding the most attested configuration most frequently,
whereaseitherthe LL72 nor the L86 algorithmsfound matchingconfigurations. The
main problem in those algorithms was that they failed to keep vowels in thethness.
In addition, our simulationdid successfullyfind, in contrastto the previousalgorithms,
commonconfigurationsevenat the high inventoriesof 8 and 9. It did this by finding
fewer non-peripheralvowels,which can be attributedto the fact that our vowel space
favors neither F1 or F2 as primary dimensions of contrast.

The ‘Quantal’ simulation,however fails fairly dramaticallyat the inventory size
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Percentages Total:non-peripheral vowel configurati
reported from 3.0 3:1[40 4:1]5:.0 51 52|60 6:1 62|70 7:1 7:2
Crothers (1978) 100 O |59 41(87 13 0|22 73 5 (39 11 50
Schwartz etal. (1997) [ 95 5.3 72 28| 90 9.2 09| 32 68 0 | 56 17 27
L86 Simulation 76 24|38 62|10 80 O 0 68 32| 0 12 82
Quantal Simulation 100 O (100 03[ 65 35 O 0O 100 0| O 94 56
Normalized Simulation {100 0 [100 O (100 O 0 J100 O 048 52 O

Table 3. Percentage of total and non-peripheral vowel configurations (T:NP) from attested
configurations (Crothers, 1978 and Schwartz et al., 1997) and from simulations. Crothers was t
empirical gold standard cited in L86.

of seven, as do both the LL72 and L86 simulations. Taerewo distinct failuresof the
‘Quantal’ simulation: first, the simulation never finds the most common configuration,
which hasan equalnumberof front and back peripheralvowels and no non-peripheral
vowels; also, it contains no bias towards front vowels when thereasyammetry i.e. it
finds a configuration with 2 front peripheral and 3 back periphezatly asfrequentlyas
a 3 front and 2 back configuration,yet the former configurationis unattestedfor vowel
inventories of size seven, according3chwartzet al. (1997). Hence,if the claim is that
contrastiveness is the critical force in shagikgly vowel inventoriesthenthis modelis
not capturing all operative dimensions of contrastiveness.

The ‘Normalized' simulation, however, with its built-in periphery bias, and a
further bias towards the front periphery versusthe back periphery, finds the most
commonconfigurationfor aninventory of size sevenin more than a third of the trials.
Furthermorethe remainderof the trials are asymmetricwith respectto the numberof
front and back vowels on the periphery, and they all have more front thapéxdokeral
vowels. Hence,we do have a model of vowel contrastthat can at least suggestan
explanation for the seven vowel tendencies.

Despite thessuccessesf the ‘Normalized'simulationsthey do makea number
of poor predictions,generallyalso becauseof the bias for the periphery. Six vowel
inventories most frequently have a non-peripheralvowel, which the ‘Normalized'
simulation fails to predict. Attested seven vouwelentorieshavetwo peripheralvowels
more frequently than they have a single peripheral vowel, and the ‘Normailizedation
never finds sucla configuration. It seemghat both of our simulationsmakesomegood
and some bad predictions.

While most of the LL72 and L86 results were reported simply as the ‘best’
configuration found by the simulation, L86 also presenteda table that grouped
configurationsby their total inventory size (from 3-7 vowels) and the numberof non-
peripheralvowels in the configuration, and reported the percentageof their top 50
configurationsfor that inventory size that had that numberof non-peripheralvowels.
Table 3 reproduces their table, and adds the Schwaaitz(@097) empirical dataand our
simulation data. The preferencefor positing non-peripheralvowels in the L86
simulations can be seen very clearly in this table: at inventories of size four antidiye,
reverse the empirical tendenciag finding peripheralvowels more often thannot. Our
simulationshavethe oppositebias, predictingnon-peripheralvowelsin somecasesless
frequently than they actually occur.
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There are a couple of general issues that can be addressegairthis/hich bear
on the failure of simulations of this sort to fit the distribution of attested langu&ges,
there is no indicatiom the UPSID surveyregardingthe relationshipsbetweenlanguages
that share configurations. Related languages may share acavligurationby virtue of
a common ancestor language, rather than an independent convergenceon that
configuration. Thus, someof the distribution may be somewhatexplainedby historical
accident rather than by some systemic bias. Also, vowel shifts dmegiotfrom random
startingpoints, which may further obscuresystemicbiases. Furthermore there are far
fewer languages with higher vowel inventories, so there may be a difficuitfeming the
‘true’ distributional bias from this samplé&.hat said, thereare enoughlanguageshat fall
in some of our more troubling configurations, that we can probablyadtéithe failure of
our simulation to find these as a problem.

More crucially, there some fundamentalquestionsabout the nature of global
contrast and the way that this simulation is carried out. First, it is not cleamtbdmal
contrast,or evenlocally maximalcontrast,is necessarilybetter perceptuallythan some
‘sufficient’ level of contrast. Perhapscontrast maintenances active, but only really
governsconfigurationswhenvowels becometoo close. Given the amountof variation
among attestedonfigurationsthis is almostcertainlytrue in somerespect. Our energy
function, by usingthe squareof the distance helpssomewhatn this respect,sincethe
energy becomesvery small much faster than the simple reciprocal of the distance,
effectively shrinking the scope of a vowels influence within the space. It rearaopsen
guestion,however, as to whetherthe ‘goodness'of a configuration can continue to
improve beyond some point where it is ‘good enough'.

Secondly, it is also not clear that distance should be maxingipbdlly. Consider
a seven vowel system with two positions fovowel that are equi-distantfrom all of its
immediateneighbors put with one of the positionsfartherfrom vowelsthat are already
quite distant in the space. tnis case,t seemghat the local distanceis all that is truly
relevant forcontrastpreservation. What makesthis a difficult perspectiveto testis the
algorithm for voweldispersion:in a randomconfiguration,the local interactionsmay not
be sufficient to guide the vowels to stable states. It remains to be fully explored.

Finally, giventhat the different simulationsseemto makegoodpredictionssome
of the time, one might think that perhapsthey canbe combinedinto a single modelthat
makes predictions that better match the empirical distributions. While this may be
possible, it departs somewhat from the spirit of the enterprise, which is really intended
askthe questions: what counts as perceptualcontrastbetweenvowels, and can some
well-motivatednotion of contrastexplainwhy certainconfigurationstendto occurmore
frequentlythanothers. We haveproposedtwo alternatenotionsof contrast,one based
on formant frequency pointand one basedon formantpatterns,andthey eachseemto
capture somef the empirical distribution, but not all. To arbitrarily modelthe process
as a compositeof the two seemsunmotivated,and not particularly informative with
respect to the questions at hand.

In sum, these simulations provideore food-for-thoughtfor the questionof why
certain vowel inventories are more common, as well as for the question of what
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constitutescontrastin vowel systems. We have demonstratedhat formant distance
alone is insufficient to accouifdr all of the empiricaltendenciesandthat certainsimple
improvements t@ modelof the vowel space(e.g.including preferredquantallocations),
which enhance the degree to which actual contrastivenessressentedn the model, can
make a large improvement in the degree to which these tendenciesegainedby the

model. Furthermore, we have suggested that there are other well-motivatei Wagk

aboutvowel contrastthat move beyondformant frequencylocations,in ways that are
motivated bycertainuncontroversiafeaturesof vowel perception. Vowel perceptionis

not an easyproblem,andit is unsurprisingthat the demandf this perceptualprocess
might exert some influence on the shape of vowel inventories.

7. Conclusion

To conclude, we have presenteda re-implementationof the widely-cited vowel
simulations of Liljencrants and Lindblom, first witbmesimplificationsand somesmall,
well-motivated,enhancementsand also with some more dramatic changes. We have
found that good predictionapoveand beyondthosefound previously, did arisein each
of our simulations,but someproblemsremained. In particular,it seemsthat we can
explain, atleastto a certainextent,tendenciesn previously problematicinventory sizes
using contrast, but that a single definition does not seem to suffice in all cases.

This paper’s contribution is twofold. First, it clearedagstainsimplefailings of
the earlier simulations by slightly modifying the stipulated vowel space. These
simulations(‘Quantal’) are relatively straightforwardextensionsof the previous work.
Second,t suggested new way of thinking aboutvowel contrast,in a way that departs
from simple frequency comparisonsitelude fundamentabhspectsof vowel perception.
Thesesimulations(‘Normalized’) are a large departurefrom the previous work, and,
while the results can really onhe called suggestivethey do point to a perspectivethat
may be quite viable in this area.
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